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Abstract. In several natural language applications such as text mining, informa-
tion retrieval or question answering, it is convenient to have a structured repre-
sentation of sentences so that formal transformations on language (queries, 
database storing, etc.) can be done. We present a simple and robust dependency 
parser for Spanish which produces such structure. The algorithm uses heuristic 
rules to infer dependency relationships between words, and word co-occurrence 
statistics (learnt in an unsupervised manner) to resolve ambiguities such as 
prepositional phrase attachment. If a complete parse cannot be produced, a par-
tial structure is built with some (if not all) dependency relations identified. 
Evaluation shows that in spite of its simplicity, the parser’s accuracy is superior 
to the available existing parsers for Spanish. Though certain grammar rules, as 
well as the lexical resources used, are specific for Spanish, the suggested ap-
proach is language-independent. 
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1 Introduction 

Many natural language applications require identifying properly structures present in 
sentences, namely entities, compound verbs, and not less importantly, the relations 
among them. Obtaining such structure representation can be seen as performing a full 
syntactic analysis with semantic elements helping to build it. There are several ap-
proaches to syntactic analysis: those oriented to the constituency and dependency 
structure, respectively. In the constituency approach, the structure of the sentence is 
described by grouping words together and specifying the type of each group, usually 
according to its main word [13]: 

[[The old man]NP [loves [a young woman]NP]VP]S 

Here NP stands for noun phrase, VP for verb phrase, and S for the whole sentence. 
Such a tree can also be represented graphically: 



 S 
        

                VP 
 

        NP                            NP 
 
The old man loves a young woman  

where the nodes stand for text spans (constituents) and arcs for “consists of” rela-
tionship. 

In dependency approach, words are considered “dependent” from, or modifying, 
other words [13]. A word modifies another word (governor) in the sentence if it adds 
details to the latter, while the whole combination inherits the syntactic (and semantic) 
properties of the governor: old man is a kind of man (and not a kind of old); man 
loves woman is a kind of (situation of) love (and not, say, a kind of woman). Such 
dependency is represented by an arrow from the governor to the governed word: 

  

The old man loves a young woman 

or, in a graphical form: 
loves 

man           woman 

The old         a young 

where the arcs represent the dependency relation between individual words, the words 
of the lower levels contributing details to those of the upper levels while preserving 
the syntactic properties of the latter. 

In spite of the 40-year discussion in literature, there is no consensus as to which 
formalism is better. Though combined formalisms such as HPSG [28] have been pro-
posed, they seem to bear the heritage of the advantages as well as disadvantages of 
both approaches, the latter impeding their wide use in natural language processing 
practice. Probably the pertinence each approach depends on a specific task. 

We had two-fold motivation for this work. One task we had in mind was the study 
of lexical compatibility of specific words, and in particular, compilation and use of a 
dictionary of collocations—stable or frequent word combinations, such as eat bread 
or deep sleep as opposed to *eat sleep and *deep bread [4]. Such combinations were 
shown to be useful in tasks ranging from syntactic analysis [33] and machine transla-
tion [5] to semantic error correction [6] and steganography [2]. Dependency approach 
to syntax seems to be much more appropriate for such task. 

Our second motivation was the construction of semantic representation of text, 
even if partial, for a range of applications from information retrieval and text mining 
[24, 25] to software specifications [17]. All known semantic approaches—such as 
conceptual graphs [29], Minimal Recursion Semantics [15], or semantic networks 
[22]—roughly resemble a set of predicates, where individual words represent predi-



cates or their arguments (which in turn can be predicates). The resulting structures are 
in much closer direct correspondence with the dependency tree than with a constitu-
ency tree of the sentence in question, so that dependency syntax seems to be more 
appropriate for direct translation into semantic structures. Specifically, dependency 
structure makes it much easier matching—say, in information retrieval—paraphrases 
of the same meaning (such as active/passive voice transformation) or transforming 
from one such synonymous structure to another one. 

In addition, we found that a dependency parser can be much easier made robust 
than a constituency parser. The known approaches to dependency parsing much easier 
cope with both incomplete grammars and ungrammatical sentences than the standard 
approaches to context-free parsing. 

Indeed, a standard context-free parser builds the structure incrementally, so that 
failure of constructing a constituent implies the impossibility to construct all the fur-
ther constituents that should have contained this one. What is more, an incorrect deci-
sion on an early stage of parsing leads to completely or largely incorrect final result. 

In contrast, in dependency parsing the selection of a governor for a given word, or 
the decision on whether the given two words are connected with a dependency rela-
tion, is much more (though not at all completely) decoupled from the corresponding 
decision on another pair of words. This makes it possible to continue the parsing 
process even if some of such decisions could not be made successfully. The resulting 
structure can prove to be incomplete (with some relationships missing) or not com-
pletely correct (with some relationships wrongly identified). However, an incorrect 
decision on a particular pair of words usually does not cause a snowball of cascaded 
errors at the further steps of parsing. 

In this paper we present DILUCT, a simple robust dependency parser for Spanish. 
Though some specific rules, as well as the lexical resources and the preprocessing 
tools used, are specific for Spanish, the general framework is language-independent. 
An online demo and the source code of the system are available online.1 

The parser uses an ordered set of simple heuristic rules to iteratively determine the 
dependency relationships between words not yet assigned to a governor. In case of 
ambiguities of certain types, word co-occurrences statistics gathered in an unsuper-
vised manner from a large corpus or from the Web (through querying a search engine) 
is used to select the most probable variant. No manually prepared tree-bank is used 
for training. 

We evaluated the parser by counting the number of correctly identified dependency 
relationship on a relatively small tree-bank. The experiments showed that the accu-
racy of our system is superior to that of existing Spanish parsers, such as TACAT [12] 
and Connexor. 

The rest of the paper is organized as follows. In Section 2 we discuss the existing 
approaches to dependency parsing that have influenced our work. In Section 3 we 
present our algorithm, and in Section 4 give the evaluation results. Section 5 con-
cludes the paper. 
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2 Related Work 

Dependency approach to syntax was first introduced by Tesnière [32] and further de-
veloped by [22], who extensively used it in his Meaning ⇔ Text Theory [21, 30] in 
connection to semantic representation as well as with a number of lexical properties 
of words, including lexical functions [23, 3]. 

One of the first serious attempts to construct a dependency parser we are aware 
about was the syntactic module of the English-Russian machine translation system 
ETAP [1]. The parsing algorithm consists of two main steps: 

1. All individual word pairs with potentially plausible dependency relation are 
identified. 

2. So-called filters remove links incompatible with other identified links. 
3. Of the remaining potential links, a subset forming a tree (namely, a projective 

tree except for certain specific situations) is chosen. 

In ETAP, the grammar (a compendium of situations where a dependency relation 
is potentially plausible) is described in a specially developed specification language 
describing the patterns to be searched for in the sentence and the actions on construct-
ing the tree that are to be done when such a pattern is found. Both the patters and the 
actions are expressed in semi-procedural way, using numerous built-in functions 
(some of which are language-dependent) used by the grammar interpreter. An average 
pattern–action rule consists of 10–20 lines of tight code. To our knowledge, no statis-
tical information is currently used in the ETAP parser. 

Our work is inspired by this approach. However, we made the following main de-
sign decisions different from those of ETAP. First, our parser is meant to be much 
simpler, even if at the cost of inevitable loss of accuracy. Second, we do not rely on 
complex and detailed lexical recourses. Third, we do rely on word co-occurrences 
statistics, which we believe to compensate for the lack of completeness of the gram-
mar. 

Indeed, Yuret [33] has shown that co-occurrence statistics (more precisely, a simi-
lar measure that he calls lexical attraction) alone can provide enough information for 
highly accurate dependency parsing, with no hand-made grammar at all. In his algo-
rithm, of all projective trees the one that provides the highest total value of lexical 
attraction of all connected word pairs is selected. However, his approach relies on 
huge quantities of training data (though training is unsupervised). In addition, it only 
can construct projective trees (a tree is called projective if it has no crossing arcs in 
the graphical representation shown in Section 1). 

We believe that a combined approach using both a simple hand-made grammar and 
word co-occurrence statistics learned in an unsupervised manner from a smaller cor-
pus provides a reasonable compromise between accuracy and practical feasibility. 

On the other hand, the mainstream of current research on dependency parsing is 
oriented to formal grammars [16]. In fact, the HPSG grammar [27] was perhaps one 
of the first successful attempts to, in effect, achieve a dependency structure (necessary 
for both using lexical information in the parser itself and constructing the semantic 
representation) by using a combination of constituency and dependency machinery. 
As we have mentioned, low robustness is a disadvantage of non-heuristically-based 
approaches. 



Of syntactic parsers with realistic coverage available for Spanish we can mention 
the commercially available XEROX parser2 and Connexor Machinese Syntax3 and the 
freely available parser TACAT.4 We used the latter two systems to compare their ac-
curacy with that of our system. Only Connexor’s system is really dependency-based, 
relying on the Functional Dependency Grammar formalism [31], the other systems 
being constituency-based. 

3 Algorithm 

Following the standard approach, we first pre-process the input text—which basically 
includes tokenizing, sentence splitting, tagging, and lemmatizing—and then apply the 
parsing algorithm proper. 

3.1 Preprocessing 

Tokenization and sentence splitting: The text is tokenized into words and punctua-
tion marks and split into sentences. 

We currently do not distinguish punctuation marks; thus each punctuation mark is 
substituted with a comma (in the future we will consider different treatment for dif-
ferent punctuation marks). 

Two compounds of article and preposition are split: del � de el ‘of the’, al � a el ‘to 
the’. 

Compound prepositions represented in writing as several words are jointed into 
one word, for example: con la intención de ‘in order to’, a lo largo de ‘throughout’, 
etc. Similarly treated are a few adverbial phrases such as a pesar de ‘in spite of’, de 
otra manera ‘otherwise’, etc., and several pronominal phrases such as sí mismo ‘it-
self’. The list of such combination is small (currently including 62 items) and closed. 
Though we currently do not perform named entity recognition, we plan this for the 
future. 

Tagging: The text is POS-tagged using the TnT tagger [7] trained on the Spanish 
corpus CLiC-TALP.5 This tagger has a performance of over 94% [26]. 

We also correct some frequent errors of the TnT tagger, for example: 

Rule Example 
Det Adj V � Det S V el inglés vino 

‘the English(man) came’ 
Det Adj Prep � Det S Prep el inglés con 

‘the English(man) with’ 

                                                           
2 which used to be on www.xrce.xerox.com/research/mltt/ demos/spanish.html, but seems to be 

removed recently. 
3 www.connexor.com/demo/syntax. 
4 www.lsi.upc.es/~nlp/freeling/demo.php. 
5 clic.fil.ub.es. 



Lemmatizing: We use a dictionary-based Spanish morphological analyzer [18].6 
In case of ambiguity the variant of the part of speech (POS) reported by the tagger is 
selected, with the following exceptions:  

Tagger predicted Analyzer found  Example 
Adjective Past participle dado ‘given’ 
Adverb Present participle dando ‘giving’ 
Noun Infinitive dar ‘to give’ 

If the analyzer does not give an option in the first column but does give one in the 
second column, the latter is accepted.  

If an expected nouns, adjective, or participle is not recognized by the analyzer, we 
try removing a suffix removal, e.g., flaquito � flaco ‘little (and) skinny � skinny.’ For 
this, we try removing a suspected suffix and check whether the word is recognized by 
the morphological analyzer. Examples of the suffix removal rules are: 

Rule Example 
-cita � -za tacita → taza 

‘little cup → cup’ 
-quilla � -ca chiquilla → chica 

‘nice girl → girl’ 

3.2 Rules 

Parsing rules are applied to the lemmatized text. Following an approach similar to 
[1,9], we represent a rule as a sub-graph, e.g., N ← V. Application of a rule consists 
in the following steps: 
1. A substring matching the sequence of the words in the rule is searched for in the 

sentence. 
2. Syntactic relations between the matched words are established according to those 
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Sentence Rule 

Un(Det) perro(N) grande(Adj) ladra (V) Det ← N 

perro(N) grande(Adj) ladra (V) 
↓ 

Un(Det) 

N → Adj 

perro(N)  ladra (V) 
 

Un(Det) grande(Adj) 

N ← V 

ladra (V) 
↓ 

perro(N) 
 

Un(Det) grande(Adj) 

Done 

Figure 1. Applying rules to parse Un perro grande ladra ‘a big dork barks 



specified in the rule. 
3. All words that have been assigned a governor by the rule are removed from the 

sentence in the sense that they do not participate in further comparisons at step 1. 

For example, for the sentence Un perro grande ladra ‘a big dog barks’ see Figure 1. 
As it can be seen from the example, the order of the rule application is important. 

The rules are ordered; at each iteration of the algorithm, the first applicable rule is 
applied, and then the algorithm repeats looking for an applicable rule from the first 
one. The processing stops when no rule can be applied. 

Table 1. Grammar rules for parsing 

Rule Example 
Auxiliary verb system and verb chains 

estar | andar ← Ger estar comiendo ‘to be eating’ 
haber | ser ← Part haber comido ‘to have eaten’ 
haber ← estado ← Ger haber estado comiendo ‘have been eating’ 
irpres a ← Inf ir a comer ‘to be going to eat’ 
irpres ← Ger ← Inf ir queriendo comer ‘keep wanting to eat’ 
V → que → Inf tener que comer ‘to have to eat’ 
V → V querer comer ‘to want to eat’ 

Standard constructions 
Adv ← Adj muy alegre ‘very happy’ 
Det ← N un hombre ‘a man’ 
N → Adj hombre alto ‘tall man’ 
Adj ← N gran hombre ‘great man’ 
V → Adv venir tarde ‘come late’ 
Adv ← V perfectamente entender ‘understand perfectly’ 

Conjunctions (see explanation below) 
N Conj N V(pl) ⇒ [N N] V(pl) Juan y María hablan ‘John and Mary speak’ 
X Conj X ⇒ [X X] 
(X stands for any) 

(libro) nuevo e interesante ‘new and interesting (book)’ 

Other rules 
N → que V hombre que habla ‘man that speaks’ 
que → V que habla ‘that speaks’ 
 
N X que 
(X stands for any) 

hombre tal que ‘a man such that’; hombre , que ‘man, which’ 

Det ← Pron otro yo ‘another I’ 
V → Adj sentir triste ‘to feel sad’ 
 

N , Adj 
hombre , alto ‘man , tall’ 

 
N , N 

hombre , mujer ‘man , woman’ 

N → Prep → V obligación de hablar ‘obligation to speak’ 
 
V , V 

comer , dormir ‘eat , sleep’ 

V Det ← V aborrecer el hacer ‘hate doing’ 
 



peated modifiers. For example, in the phrases el otro día ‘the other day’ or libro 
nuevo interesante ‘new interesting book’ the two determiners (two adjectives, respec-
tively) will be connected as modifiers to the noun by the same rule Det ← N 
(N → Adj, respectively) at two successive iterations of the algorithm. 

Our rules are not yet fully formalized (this is why we call our approach semi-
heuristic), so in what follows we will give additional comments to some rules. Cur-
rently our grammar includes the rules sown in Table 17 

Coordinative conjunctions always have been a pain in the neck of dependency 
formalisms and an argument in favor of constituency approaches. Following the idea 
of Gladki [20], we represent coordinated words in a constituency-like manner, joining 
them in a compound quasi-word. In the resulting “tree” we effectively duplicate (or 
multiply) each arc coming to, or outgoing from, such a special node. For example, a 
fragment [John Mary] ← speak (John and Mary speak) is interpreted as representing 
two relationships: John ← speak and Mary ← speak; a fragment merry ← [John 
Mary] ← marry (Merry John and Mary marry) yields for dependency pairs: merry ← 
John ← marry and merry ← Mary ← marry. We should note that currently this ma-
chinery is not yet fully implemented in our system. 

Accordingly, our rules for handling conjunctions have are rewriting rules rather 
than tree construction rules. The first rule forms such a compound quasi-word out of 
two coordinated nouns if they precede a plural verb. The rule eliminates the conjunc-
tion, since in our implementation conjunctions do not participate in the tree structure. 
Basically what the rule does is to assure that the verb having such a compound subject 
is plural, i.e., to rule out the interpretation of John loves Mary and Jack loves Jill as 
John loves [Mary and Jack] loves Jill. 

3.3 Prepositional Phrase Attachment 

This stage is performed after the stage of application of the rules described in the pre-
vious section. 

For any preposition that have not yet been attached to a governor, its compatibility 
with every noun and every verb in the sentence is evaluated using word co-occurrence 
statistics (which can be obtained by a simple query to an Internet search engine). The 
obtained measure is combined with a penalty on the linear distance: the more distant 
is a potential governor from the preposition in question the less appropriate it is for 
attachment. More details on the statistical technique of prepositional used here can be 
found in [10]. 

3.4 Heuristics 

The heuristics are applied after the stages described in the previous sections. The pur-
pose of the heuristics is to attach the words that were not assigned any governor in the 
rule application stage. 

                                                           
7 The bar | stands for variants: estar | andar ← Ger stands for two rules, estar  ← Ger and an-

dar ← Ger. 



The system currently uses the following heuristics, which are iteratively applied in 
this order, in a manner similar to how rules are applied: 
1. An unattached que ‘that, which’ is attached to the nearest verb (to the left or to 

the right of the que) that does not have another que as its immediate or indirect 
governor. 

2. For an unattached pronoun is attached to the nearest verb that does not have a 
que as its immediate or indirect governor. 

3. An unattached N is attached to the most probable verb that does not have a que 
as its immediate or indirect governor. For estimating the probability, an algo-
rithm similar to the one described in the previous section is used. The statistics 
described in [11] are used. 

4. For an unattached verb v, the nearest another verb w is looked for to the left; if 
there is no verb to the left, then the nearest one to the right is looked for. If w has 
a que as direct or indirect governor, then v is attached to this que; otherwise it is 
attached to w. 

5. An unattached adverb or subordinative conjunction (except for que) is attached 
to the nearest verb (to the left or to the right of the que) that does not have an-
other que as its immediate or indirect governor. 

Note that if the sentence contains more than one verb, at the step 4 each verb is at-
tached to some another verb, which can result in a circular dependency. However, this 
does not harm since such a circular dependency will be broken in the last stage of 
processing. 

3.5 Selection of the Root 

The structure constructed at the steps of the algorithm described in the previous sec-
tions can be redundant. In particular, it can contain circular dependencies between 
verbs. The final step of analysis is to select the most appropriate root. 

We use the following simple heuristics to select the root. For each node in the ob-
tained digraph, we count the number of other nodes reachable from the given one 
through a directed path along the arrows. The word that maximizes this number is 
selected as the root. In particular, all its incoming arcs are deleted from the final struc-
ture. 

4 Evaluation 

We present in this section a comparison of our parser against a hand-tagged gold 
standard. We also compare our parser with two widely known parsers for Spanish. 
The first one is Connexor Machinese Syntax for Spanish, a dependency parser, and 
TACAT, a constituency parser. 

We have followed the evaluation scheme proposed by [8], which suggests evaluat-
ing parsing accuracy based on grammatical relations between lemmatized lexical 
heads. This scheme is suitable for evaluating dependency parsers and constituency 
parsers as well, because it considers relations in a tree which are present in both for-
malisms, for example [Det car the] and [DirectObject drop it]. For our purposes of 
evaluation we translate the output of the three parsers and the gold standard into a 



series of triples including two words and their relationship. Then the triples of the 
parsers are compared against the triples from the gold standard to find a correspon-
dence. 

We have chosen the corpus Cast3LB as our gold standard because it is, until now, 
the only syntactically tagged corpus for Spanish that is widely available. Cast3LB is a 
corpus consisting of 100,000 words (approximately 3,700 sentences) extracted from 
two corpora: the CLiCTALP corpus (75,000 words), a balanced corpus containing 
literary, journalistic, scientific, and other topics; the second corpus was the EFE Span-
ish news agency (25,000 words) corresponding to year 2000. This corpus was anno-
tated following [14] using the constituency approach, so that we first converted it to a 
dependency treebank. A rough description of this procedure follows. For details, see 
[11]. 

1. Extract patterns from the treebank to form rules. For example, a node called NP 
with two children, Det and N yields the rule NP � Det N 

Table 2. Triples extracted for the sentence: El más reciente caso de caridad buro-
cratizada es el de los bosnios, niños y adultos. 

Sp
an

is
h 

 
tr

ip
le

s 

gl
os

s 

3L
B

 

C
on

ne
xo

r 

D
IL

U
C

T
 

T
A

C
A

T
 

adulto DET el ‘the adult’ x    
bosnio DET el ‘the bosnian’ x x x  
caridad ADJ 
     burocratizado 

‘bureaucratized 
     charity’ 

x  x x 

caso ADJ reciente ‘recent case’ x  x x 
caso DET el ‘the case’ x  x x 
caso PREP de ‘case of’ x x x x 
de DET el ‘of the’ x   x 
de SUST adulto ‘of adult’ x    
de SUST bosnio ‘of bosnian’ x  x  
de SUST caridad ‘of charity’ x x x x 
de SUST niño ‘of children’ x    
niño DET el ‘the child’ x    
reciente ADV más ‘most recent’ x   x 
ser PREP de ‘be of’ x  x x 
ser SUST caso ‘be case’ x  x x 
recentar SUST caso ‘to recent case’  x   
caso ADJ más ‘case most’   x  
bosnio SUST niño ‘bosnian child’   x  
ser SUST adulto ‘be adult’   x  
de , ‘of ,’    x 
, los ‘, the’    x 
, bosnios ‘, Bosnian’    x 



2. Use heuristics to find the head component of each rule. For example, a noun will 
always be the head in a rule, except when a verb is present. The head is marked 
with the @ symbol: NP � Det @N. 

3. Use this information to establish the connection between heads of each constitu-
ent 

4. Extract triples for each dependency relation in the dependency tree-bank. 

As an example, consider Table 2. It shows the triples for the sentence taken from 
Cast3LB. El más reciente caso de caridad burocratizada es el de los bosnios, niños y 
adultos. ‘The most recent case of bureaucratized charity is the one about the Bosnian, 
children and adult.’ In some cases the parsers extract additional triples not found in 
the gold standard. 

We extracted 190 random sentences from the 3LB tree-bank and parsed them with 
Connexor and DILUCT. Precision, recall and F-measure of the different parsers 
against Cast3LB are as follows. 

 Precision Recall F-measure 
Connexor 0.55 0.38 0.45 
DILUCT 0.47 0.55 0.51 

TACAT8 – 0.30 – 

Note that the Connexor parser, though has a rather similar F-measure as our sys-
tem, is not freely available and of course is not open-source. 

5 Conclusions 

We have presented a simple and robust dependency parser for Spanish. It uses simple 
hand-made heuristic rules for the decisions on admissibility of structural elements and 
on word co-occurrence statistics for disambiguation. The statistics is learned from a 
large corpus, or obtained by querying an Internet search engine, in an unsupervised 
manner—i.e., no manually created tree-bank is used for training. In case if the parser 
cannot produce a complete parse tree, a partial structure is returned consisting of the 
dependency links it could recognize. 

Comparison of the accuracy of our parser with two the available systems for Span-
ish we are aware of shows that our parser outperforms both of them. 

Though a number of specific rules of the grammar are specific for Spanish, the ap-
proach itself is language-independent. As future work we plan to develop similar 
parsers for other languages, including English, for which the necessary preprocessing 
tools—such as POS tagger and lemmatizer—are available. 

As other future work direction we could mention in the first place improvement of 
the system of grammar rules. The current rules sometimes do their job in a quick-and-
dirty manner, which results in just the right thing to do in most of the cases, but can 
be done with greater attention to details. 

                                                           
8 Results for TACAT were kindly provided by Jordi Atserias. 



Finally, we plan to evaluate the usefulness of our parser in real tasks of information 
retrieval, text mining, and constructing semantic representation of the text, such as 
conceptual graphs. 
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